When Multiple Agents Care ‘
About More than One Objective
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Part 1 - Multi -objective decision

making in multi -agent systems

Motivation and
basic concepts
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Going to the conference

Two players

- rewards are public
- utility is private

MONFG

Why hard?
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Taxi Tram Walking
Taxi (106G, 5Mixn0ug, S5Mixn0a, 5|min) ;
(100G, S5mMixng, 15mMiocnmd, 35|min)
Tram (20, 15mMi2ng,; 15mMi2nd,; 15mi n) ;
(200, 5mMixg, 15|ind, 35|min)
Walking | (04, 35img,; 35mimg,; 35min).
(200G, S5mMixng, 15mMiocnd, 35min)
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Multiple objectives
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Because life is not simple \

| What are your objectives for

your current research project?
Publishing asap?

Quality of conference/journal?
Collaboration potential?
Flag-posting?

Increasing funding potential?
Finishing your PhD?
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Because life really is not simple \

| What are your objectives for

your current research project?
Publishing asap?

Quality of conference/journal?
Collaboration potential?
Flag-posting?

Increasing funding potential?
Finishing your PhD?
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| How about your co -authors?
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Multiple objectives!

| Most decision problems have multiple objectives

| Cannot scalarise a priori
I Unknown, uncertain, or private utility
|  Non-linear utility
| Changeable preferences/utility
i Adjustability
| Explainability for oversight and review purposes

| To scalarise is to throw away information

B [ ARTIFICIAL _
;§* INTELLIGENCE W @aibrussels
‘%:ﬂ RESEARCH GROUP



More and more MO

" —
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| Ethical aspects more important
| Human-aligned Al is a multi -objective problem
[Vamplew et al., 2018]

I Explainability more important
| Legal frameworks incoming

| Environmental concerns
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Example: electric vehicle charging

- meeting demands
- minimising costs

- preventing grid overloads
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Modelling and dealing w/

Multiple objectives
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User utility i1s central to modelling

| User utility determines what is desirable for agents

| Stems from meaningful objectives (to the user)
| Explainable
| E.g., euros, minutes

I Identifying objectives
| And then events that trigger rewards

| Decision-theoretic problem setting
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MOPOSG

ARTIFICIAL
INTELLIGENCE
RESEARCH GROUP

fully observable cooperative

MOMMDP
MOSG MODec-POMDP
MOCoG
MONFG MOCBG
MOBG
stateless

MOPOSG

Models:

On the basis of rewards (in
objectives) and observations

(about states).
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fully observable cooperative

MOMMDP
MOSG MODec-POMDP
MOCoG
MONFG MOCBG
MOBG
stateless

MOPOSG

Models:

On the basis of rewards (in
objectives) and observations
(about states).

But utility is not yet modelled!
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Life is still not simple \

| What are your objectives for

your current research project?
Publishing asap?

Quality of conference/journal?
Collaboration potential?
Flag-posting?

Increasing funding potential?
Finishing your PhD?
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| Setting?
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Life is still not simple at all? \

| What are your objectives for

your current research project?
Publishing asap?

Quality of conference/journal?
Collaboration potential?
Flag-posting?

Increasing funding potential?
Finishing your PhD?

O¢ O¢ O¢ O¢ O¢ O

| Truly cooperative though?
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Utility-based approach

| Utility function, u, maps vector to scalar utility

| Total preference order (can always make a decision
between alternatives)

| Utility determines what is optimal within available
policies
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Utility-based approach \

I Solution should be derived from utility
| Not axiomatically assumed

| This leads to a taxonomy based on rewards and
utilities (Part 2)
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How to deal with MO problems

| Collect available information about user utility.
| Decide which policies (e.g., stochastic vs deterministic) are allowed.

| Derive the optimal solution concept from the resulting information of the first two
points.

| Select or design an algorithm that fits the solution concept.

I When multiple policies are required for the solution, design a method for the user
to select the desired policy among these optimal policies.
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Part 2 - Structuring the MOMADM

fleld

Taxonomy and
solution concepts
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Optimisation criteria ‘
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Optimisation criteria ‘
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Optimisation criteria
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Optimisation criteria

| Expected Scalarised Returns (ESR)

| Calculate the expectation of the utility from the payoffs
| Utility of an individual policy execution
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Optimisation criteria

| Expected Scalarised Returns (ESR)

| Calculate the expectation of the utility from the payoffs
| Utility of an individual policy execution

| Scalarised Expected Returns (SER)
[ Calculate the utility of the expected payoff
| Utility of the average payoff from several executions of the

policy
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Optimisation criteria

| Expected Scalarised Returns (ESR)

o0
Vi = [ (zwrt) - m}
=0

| Scalarised Expected Returns (SER)

o0
Vi =u (E |:Z y'r |, M0i|)
t=0
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Taxonomy

Reward

Utility

Individual

/ Social choice
! Rtdul escu, R. , Manni o
1 m & Nowé, A. (2020). Multi-objective multi-
:
1
1

Multi-objective

multi-agent
decision making

agent decision making: a utility-based
analysis and survey. Autonomous Agents
and Multi-Agent Systems, 34(1), 1-52.
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Taxonomy N

Reward
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Utility

J s sial choice

Multi-objective
multi-agent
decision making




Examples - Team Reward ‘

I Team utility
| acompany that aims to be Eead v
. ] . , = environmen > = V)
environmentally responsible, while " snvironment y

maximising profits
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Examples - Team Reward ‘

I Team utility

| a company that aims to be
. : . T, » environment -V = ulVv)
environmentally responsible, while " :

maximising profits

| Social Choice cuv
| highway tolls to regulate traffic ™ SV e M) WM.V W)
A\
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Examples - Team Reward ‘

I Team utility

| a company that aims to be
. : . T, » environment -V = ulVv)
environmentally responsible, while " :

maximising profits

| Social Choice cuv
| highway tolls to regulate traffic ™ SV eV W)UV, V)
fuv)

I Individual utility
| participating in an event/planning a R\
holiday together with your friends U -V W)
S uw
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Examples - Individual Reward ‘

I Social choice | E i Y
I blddlng fee aUCtIOnS M, *environment Vj4> uj(Vj) W(ui(Vi), uj(vj),uk(vk))
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Examples - Individual Reward ‘

I Social choice | E".% 4v)
I blddlng fee aUCtIOnS M, *environment Vj — uj(Vj) W(ui(Vi), uj(vj),uk(vk))

vk u k(vk )

I Individual utility V, = u(v)
I partICIpatlng in C|ty T[iikgbenvironment V14> ”;(Vi)
traffic, work commutes Voooeuv)
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Solution concepts ‘
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